Machine Learning Approaches for Medication Safety Analysis

# Introduction

Ensuring the safe use of medicines is a core component of healthcare. Adverse drug events (ADEs), adverse drug reactions (ADRs), medication errors, and harmful drug–drug interactions (DDIs) remain major causes of preventable morbidity, mortality, and costs worldwide. The World Health Organization identifies medication-related harm as a leading safety concern, estimating that medication errors alone cost health systems billions annually (World Health Organization, 2024). In hospitalised patients, ADEs are associated with longer stays, increased readmissions, and higher mortality (Patel *et al*., 2023).

Reducing medication-related harm has therefore become a global priority. Traditional pharmacovigilance systems (e.g. spontaneous reporting schemes, manual chart reviews, and audits) have enabled detection of important and yet undetected safety concerns. Nonetheless, these systems face enduring limitations: they are passive, resource-intensive, and retrospective, and underreporting is common (Bate and Evans, 2009; Kim *et al*., 2022). The expansion of digital health infrastructures has created opportunities to address these shortcomings. Electronic health records (EHRs), claims databases, registries, and social media now provide large-scale, real-world data (RWD), but these data are heterogeneous, high-dimensional, and often unstructured, posing challenges for traditional approaches (Wong *et al*., 2022).

Machine learning (ML), a subset of artificial intelligence (AI), offers new opportunities. By learning patterns from data, ML methods can enhance detection, prediction, and prevention of medication-related harms (Jordan and Mitchell, 2015). They differ from hypothesis-driven, rule-based approaches by enabling discovery of novel associations, accommodating complex data, and providing predictive outputs in real-time (Deimazar and Sheikhtaheri, 2023). This essay reviews the current state of ML in medication safety analysis. It considers methodological foundations, explores applications, and critically evaluates opportunities and challenges, highlighting the promise of ML to complement traditional pharmacovigilance while recognising the need for robust validation, interpretability, and regulatory oversight.

# Background

Pharmacovigilance systems have historically relied on spontaneous reporting systems (SRS), such as the FDA’s Adverse Event Reporting System, and WHO’s VigiBase. These systems have successfully identified safety concerns that were not apparent in clinical trials, such as rhabdomyolysis risks associated with cerivastatin (Bate and Evans, 2009). However, it is estimated that fewer than 10% of ADRs are reported (Alomar *et al.*, 2020). Moreover, SRS are prone to reporting biases, documentation inconsistencies, and delayed signal recognition (Noguchi, Tachi and Teramachi, 2021; Kim *et al.*, 2022). In turn, manual chart reviews and institutional reporting mechanisms, while valuable, are labour-intensive, retrospective, and have limited scope (Deimazar and Sheikhtaheri, 2023).

The digital healthcare transformation has expanded the data available for safety monitoring. EHRs capture longitudinal data on prescribing, diagnoses, laboratory results, and outcomes, while unstructured clinical narratives contain nuanced information not coded in structured fields (Henry *et al.*, 2019; Wong *et al.*, 2022). Administrative claims and registries provide population-level perspectives, while patient-generated data from social media and online communities contribute insights into real-world experiences (Xie, Zeng and Marcum, 2017; Brown *et al.*, 2022; Golder *et al.*, 2024). These developments promise to improve the timeliness and breadth of safety surveillance, but they also create analytic challenges due to data scale, heterogeneity, and complexity.

Regulatory agencies have begun to adapt. For example, the FDA’s Sentinel Initiative has enabled active surveillance of medical products since 2016 through distributed observational data networks (Brown *et al.*, 2022). In Europe, the DARWIN EU project is being developed to integrate RWD into regulatory decision-making (Raventos and Prieto-Alhambra, 2025). Both industry and regulatory agencies are also increasingly considering ML, with the FDA and EMA emphasising the importance of transparency, reproducibility, and validation in their adoption (Kassekert *et al.*, 2022; Ball *et al.*, 2024; European Medicines Agency, 2024a, 2024b). This evolving environment provides fertile ground for the integration of ML into medication safety frameworks.

# Machine learning approaches

ML refers to algorithms that learn from data to make predictions or identify patterns without being explicitly programmed (Jordan and Mitchell, 2015; Russell and Norvig, 2021). Unlike traditional statistical methods, which rely on predefined hypotheses and linear associations, ML adapts to complex, non-linear relationships and uncovers hidden structures in large, heterogeneous datasets. In medication safety, this enables integration of structured (e.g. laboratory values, prescriptions), unstructured (e.g. clinical notes), and patient-generated data to detect otherwise hidden patterns and risks (Henry *et al*., 2019; Wong *et al*., 2022).

A key departure from traditional pharmacovigilance approaches is that ML models are designed not only to describe existing data, but also predict future outcomes. For instance, where disproportionality analyses in SRS suggest associations between drugs and events, supervised ML models can classify whether a patient is at high risk of an ADE based on their medical history (Kim *et al*., 2022; Deimazar and Sheikhtaheri, 2023). Similarly, while manual chart reviews retrospectively identify errors, predictive ML models can generate real-time alerts to prevent harm (Yalçın *et al*., 2023; Alqaraleh, Almagharbeh and Ahmad, 2025).

Several categories of ML methods have been applied in medication safety:

1. **Supervised learning** (e.g. logistic regression, decision trees, random forests [RF], support vector machines [SVM], and neural networks) uses labelled data for classification or prediction. RF and SVM have been applied to SRS data to improve ADR detection over disproportionality metrics (Kim *et al*., 2022). Neural networks, including deep learning architectures, have shown strong performance in processing complex inputs such as free-text notes (Henry *et al*., 2019; Kompa *et al*., 2022).
2. **Unsupervised learning** identifies hidden patterns in unlabelled data. Clustering can reveal patient subgroups with elevated risk, while anomaly detection highlights unusual prescribing behaviours. Association rule mining has been used in SRS data to detect previously unrecognised drug–event co-occurrences (Noguchi, Tachi and Teramachi, 2021; Barbieri *et al*., 2025).
3. **Natural language processing** (NLP) extracts information from unstructured text or social media. Named entity recognition (NER) can identify drugs and symptoms, while classification algorithms assess whether text indicates an ADE. Henry *et al*. (2019) used recurrent neural networks (RNNs) to extract ADEs from EHR text, and Xie, Zeng and Marcum (2017) highlighted the value of deep learning for noisy patient-generated data.
4. Finally, **advanced methods** include ensemble learning, which combines multiple models to improve accuracy, and graph neural networks (GNNs), which model drug–patient relationships to predict complex interactions (Al-Rabeah and Lakizadeh, 2022; Lee *et al*., 2022; Zhong *et al*., 2023). Time-series approaches are also applied to longitudinal safety monitoring, providing early warnings of emerging risks (Li, 2025).

These approaches expand medication safety beyond retrospective detection towards proactive, personalised, and scalable risk assessment. Nonetheless, challenges remain: supervised methods depend on high-quality labelled data, unsupervised methods risk spurious associations, and deep learning models often lack interpretability (Kassekert *et al*., 2022; Ball *et al*., 2024; Simpson and Qasim, 2025; Toni *et al.*, 2024).

# Current applications and case studies

## Identification of safety events

Detecting ADEs and ADRs remains a primary focus of ML applications. In hospital settings, ML models trained on EHRs, including RNNs and gradient boosting, consistently outperformed rule-based methods in detecting ADEs (Deimazar and Sheikhtaheri, 2023). Henry *et al.* (2019) demonstrated that deep learning NLP models could extract ADE mentions from unstructured clinical notes with high precision, broadening the scope of surveillance beyond structured data. In SRSs, supervised models such as RF and SVM improved ADR signal detection compared with disproportionality analysis (Kim *et al.*, 2022). Bayesian networks applied to SRS data allowed causal inference, reducing false positives by modelling conditional dependencies (Cherkas, Ide and van Stekelenborg, 2022; Kim *et al.*, 2022; Yiqing Zhao *et al.*, 2022). Social media has also been explored: Xie, Zeng and Marcum (2017) argued that deep learning could filter complex patient posts, while Lee *et al.* (2022) demonstrated a hybrid ML system that combined text mining with classification models to detect potential side effects in online drug reviews.

## Identification of potential medication errors

Preventing medication errors is another domain where ML has shown tangible benefits. In neonatal intensive care units, predictive ML models that combine patient and provider factors to classify error risk yielded high accuracy (area-under-the-curve [AUC] 0.82-0.92) (Yalçın *et al.*, 2023; Henry Basil *et al.*, 2024). Alqaraleh, Almagharbeh and Ahmad (2025) reviewed studies on ML-enhanced clinical decision support systems, finding reductions of up to 95% in operating room medication errors and 80% in intravenous medication errors. These findings illustrate how ML can augment human vigilance by providing real-time, context-specific alerts.

## Prediction of drug–drug interactions

ML has advanced the prediction of DDIs by moving beyond known pharmacological mechanisms. Ibrahim *et al.* (2021) developed SMDIP, a similarity-based supervised ML model, achieving strong predictive performance (AUC 0.76, accuracy 0.79) and identifying novel antiviral DDIs later supported by pharmacological evidence. Barbieri *et al.* (2025) applied network analysis and ML to EHRs to identify drug-induced acute myocardial infarction, showing how relational modelling can capture higher-order interactions. In pre-clinical research, Bai *et al.*, 2025 reviewed ML-enabled toxicity prediction across multiple toxicity classes, highlighting applications of deep learning and GNNs for predicting organ-specific toxicities. These approaches extend pharmacovigilance into predictive domains, supporting both safer prescribing and earlier identification of risks in drug development.

# Limitations and future directions

Despite promising advances, the use of ML in medication safety analysis faces important limitations. A paramount concern is data quality and bias. The effectiveness of any model is inherently constrained by the quality of its inputs, and this remains a challenge across healthcare sources. EHRs frequently contain incomplete, inconsistent, or erroneous entries owing to variation in documentation practices (Cohen *et al*., 2019). SRSs are similarly limited by underreporting and selective reporting bias, yielding samples that are rarely representative of wider populations (Kim *et al*., 2022). Social media, while rich in valuable patient perspectives, is noisy and lacks clinical validation (Xie, Zeng and Marcum, 2017). Training models on such biased data risks perpetuating existing inequities; underrepresentation of older adults or minority populations, for example, can result in systematic under-detection of risks precisely in the groups most in need of protection.

Concerns around generalisability and reproducibility add further complexity. Many ML models are developed and validated within single institutions or on narrow datasets (Deimazar and Sheikhtaheri, 2023). Without rigorous external validation, their performance in other healthcare settings remains highly uncertain. Differences in coding standards, population demographics, and clinical practices can significantly degrade accuracy when models are transferred across sites (Rockenschaub *et al*., 2024). These issues limit reproducibility and slow the transition from research prototypes to dependable tools for global pharmacovigilance.

Interpretability is another critical challenge. Deep learning architectures, such as recurrent and convolutional neural networks, often outperform simpler models but at the expense of transparency (Teng *et al*., 2022). For clinicians and regulators, understanding why a model produces a particular output is fundamental to trust and accountability. The “black-box” nature of complex models may therefore hinder clinical adoption and regulatory approval (Kassekert *et al*., 2022). Conversely, simpler, interpretable models offer clarity but usually at the cost of predictive performance, leaving an unresolved trade-off between accuracy and transparency.

Integration into clinical workflows also presents obstacles. Even highly accurate models may have little practical impact if not embedded seamlessly into care processes. ML-based alerts that are overly frequent or insufficiently specific can contribute to “alert fatigue,” causing clinicians to override or ignore them (Alqaraleh, Almagharbeh and Ahmad, 2025). Outputs must therefore be presented in actionable, context-sensitive formats to be clinically useful. Without careful user-centred design, ML systems risk adding burden rather than enhancing safety.

Finally, regulatory and ethical challenges continue to shape the trajectory of ML adoption. Regulators remain cautious, emphasising the need for transparency, rigorous validation, and ongoing monitoring. The FDA’s Emerging Drug Safety Technology Program signals openness to innovation, but agencies stress that models must be explainable, robust, and accountable (Ball *et al*., 2024). Ethical considerations also arise, including responsibility for missed or erroneous predictions and the imperative to mitigate bias. These concerns highlight that advances in governance and ethics are as critical as technical progress.

Although substantial limitations persist, ML offers considerable promise. Many studies report high predictive accuracy and reduced error rates in experimental or pilot deployments (Ibrahim *et al*., 2021; Yalçın *et al*., 2023). Yet scepticism remains among regulators and clinicians, who caution that methodological rigour, interpretability, and reproducibility are prerequisites before such systems can be trusted in high-stakes safety contexts (Kassekert *et al*., 2022; Ball *et al*., 2024). This tension between innovation and caution underscores the transitional stage of the field. Addressing these limitations will require both methodological advances and strong governance. Federated learning may improve generalisability by enabling training across distributed datasets without compromising privacy. Explainable AI techniques such as SHapley Additive exPlanations (SHAP) values and counterfactual reasoning can enhance transparency, while integration of genomic and multi-omics data offers opportunities for personalised pharmacovigilance. Crucially, collaboration between technical experts, clinicians, and regulators will be essential to ensure that ML systems are safe, equitable, and clinically useful.

# Conclusion

Machine learning is reshaping medication safety analysis through enhanced scalability, adaptability, and predictive capacity beyond traditional approaches. By complementing traditional pharmacovigilance frameworks, ML enhances ADE detection, supports prediction of medication errors, and improves DDI identification, with examples from EHR-based ADE detection, medication error prediction, and network-based DDI modelling illustrating its potential value. Nevertheless, challenges remain, namely suboptimal data quality, a need for improved interpretability generalisability, and slow regulatory endorsement. The most promising avenues for increased adoption lie in integrated, explainable, validated ML systems embedded within existing frameworks. Such approaches could advance the central goal of medication safety by preventing avoidable harm while ensuring therapeutic benefit.
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